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Optical vs. MC Glauber
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What is a Nucleus?

A bound state of nucleons, with positions chosen
according to the Fermi distribution



What is a Nucleus?

An average density distribution of nucleon positions



Nuclear Distributions

Distributed according to a Fermi distribution
(or Hulthen, for d+Au)
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Optical Limit Approach
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Side view
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everything based on smooth, averaged densities

Ann.Rev.Nucl.Part.Sci.57:205-243,2007



Glauber Monte Carlo 
a
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A complicated
800-dimensional

integral, evaluated
by MC methods
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Effect on Total Cross Section
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Total cross section systematically larger in 
optical approach
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“Eclipsing”

a)

b)

σa > σb



Optical vs. Glauber
• Not a purely academic question

• Nucleon configuration can change event to 
event, which is how we do physics at RHIC 
(e.g. v2)

• Our techniques for estimating the geometry 
should accomodate this

we average measurements, not vice versa!



What Experimentalists do
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In each event, measure energy of 
particle density in η window

We assume it is monotonic
with impact parameter

We incorporate experimental & 
physics fluctuations 

(e.g. HIJING/GEANT or NBD)

Then making cuts lets
one relate a centrality bin
(% of cross section) with

a geometric variable

Fluctuations are an essential part of the procedure!



Fluctuations & Centrality

Paddle Mean (arb units)
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Fig. C.5. Illustration of how the centrality of a heavy ion Au+Au collision is
defined (results for

√
s

NN
=200 GeV are shown). Only the top 50% of cross section,

where there is 100% detection and vertex reconstruction efficiency, is used. Panel
(a) shows the experimental correlation between the charged particle multiplicity
signals in the Paddle counters (Paddle Mean) and the signals in the ZDC’s from
spectator neutrons. The shaded bands represent bins in percentile of cross section
cut on the Paddle Mean signal. Panel (b) is a projection of (a) onto the Paddle Mean
axis. Panel (c) shows a corresponding MC calculation where a monotonic relation
is observed between the Paddle Mean signal and Npart, the number of participating
nucleons. From this correlation, the average Npart (see panel (d)) can be extracted
for each bin in percentile of cross section.

between the data and MC simulations in all regions of pseudorapidity shown
in Fig. C.3 gives confidence in the validity of the procedure.

Once the choice of pseudorapidity region for the centrality determination is
made and the corresponding efficiency is determined, the resulting multiplicity
related distribution can be divided into percentile of total cross section bins,
as illustrated in Fig. C.5, panels (a) and (b). Comprehensive MC simulations
of these signals, that include Glauber model calculations of the collision ge-

78

No experiment measures “clean” centrality bins

PHOBOS
white paper



Optical vs. MC
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Generically, ignoring fluctuations leads to
underestimating Npart in peripheral events
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Effect on Observables
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Interpretation of data can be changed by using
different (i.e. wrong) Glauber approach

Ann.Rev.Nucl.Part.Sci.57:205-243,2007



Fluctuating Initial State

⇆



Eccentricity Fluctuations

Optical limit

Glauber Monte Carlo

We know nuclei are made of nucleons,
Why “insist” that an average density

matters for flow measurements?  

participants



Au+Au



Au+Au

Participants trace out overlap zone, but include
1. Fluctuations (finite number per event)
2. Correlations (it takes two to tango...)

(NB: these are snapshots of nucleon configurations, not stable nuclear states!)



Hydro @ RHIC
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Optical
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initialization

These calculations go down to zero at b=0. The data don’t.



Cu+Cu



Cu+Cu

Fluctuations can seriously deviate from nominal overlap
zone for small numbers of nucleons



Cu+Cu

similar to “Standard eccentricity”

�RP =
σ2

y − σ2
x

σ2
y + σ2

x

�std =
�y2� − �x2�
�y2� + �x2�



SLP (“SPLAT”) Approach

If total entropy is linear with Npart,
let us also assume that the matter is created

where the soft interactions occur.

If it thermalizes suddenly, then this is the initial state
for hydrodynamic evolution

Sudden Localized Participant Approach



Cu+Cu
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Principal axes make sense if v2 depends on shape
of produced matter (in SLP), not the reaction plane

“Participant eccentricity”



Something disastrous...

PHOBOS QM2006 R. Nouicer

Au+Au 
Cu+Cu



...leads to scaling

PHOBOS QM2006 R. Nouicer

Au+Au 
Cu+Cu



Participant vs. Standard

nucl-ex/0610037
Phys.Rev.Lett.98:242302,2007.

“Signature”

If you see ε~0 in central collisions, then you
are using the wrong eccentricity, or not including fluctuations



Correlations in A+A Collisions

smooth densities
(leading to “standard” eccentricity)

standard Glauber MC
(nucleons collide in pairs,

fluctuations & correlations)

“mixed” Glauber MC
(sample nucleons from

different collisions,
fluctuations & correlations)

NB: no correlations between nucleons in a nucleus

Phys. Rev. C 77, 014906 (2008)



Higher moments
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Correlations

Higher order terms

Using cumulants (e.g. ε{2} for 2-particle observables) 
to get back to εs does not work (B&O truncated expansion too soon)

If this is not clarified, lots of papers will contradict each other!



Two component models
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Total Multiplicity
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Total particle production
(∝ total entropy)

scales linearly with Npart

Who needs two components?

Ann.Rev.Nucl.Part.Sci.57:205-243,2007

Phys.Rev.C74:021902,2006



Multiplicity @ mid-rapidity
(a) Au+Au collisions

Au+Aup+p
200 GeV
130 GeV
62.4 GeV
19.6 GeV

(b) Cu+Cu collisions
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And yet, we all know that things look very different
at mid-rapidity: not at all linear with Npart
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“Two-component model”

(Kharzeev & Nardi)



Against two components
(a) Au+Au collisions

Au+Aup+p
200/130 GeV
200/62.4 GeV
200/19.6 GeV

(b) Cu+Cu collisions
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Centrality dependence does not change with energy
(so interpretation as semi-hard processes doubtful)

x = 0.13±0.01(stat)±0.05(stat) (PHOBOS 2004) 



Local 2-component model
• Several ways to parametrize the two component 

models in hydro models
• KLN

• Hirano et al
(2005)

• The two parametrizations are equivalent
• Several values floating around the literature

• Drescher et al (2006) use “80:20”, i.e. α=0.8, or x=0.11
• Heinz et al use “85:15”, i.e. α=0.85 or x=0.08

• Something seems problematic here
• Do these all reproduce dN/dη with the same precision?
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Participants vs. Collisions
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But it can matter!

x=0.0 /s>1/4

x=0.13,
x=0.13

x=0.13,D>0
x=1.0

 4×
/s
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KSS bound

Drescher (MCG)

Drescher (CGC)

Uncertainties Shown from Experimental Data Only

Nagle, PAS, Zajc: varying the initial conditions for the eccentricity 
have a strong effect on extracted η/s (using Knudsen number)

NSZ, arXiv:0908.3684



 A lost thread

the final momentum-space, one expects from Fig. 4 that
the impact parameter dependence of the elliptic flow v2

should show a similar sensitivity to the initialization. We
will see that, except for the saturation model, this model
sensitivity is almost exactly cancelled by the correspond-
ing variations in the impact parameter dependence of the
produced charged particle multiplicity (i.e. entropy).

III. CENTRALITY DEPENDENCE OF

MULTIPLICITY AND TRANSVERSE ENERGY

Using the initial transverse energy and baryon density
profiles from the previous section and the numerical code
described in [6], we solve the hydrodynamic equations for
the transverse evolution of the reaction zone, assuming
boost-invariant expansion in the longitudinal direction.
We study only Au+Au collisions at

√
s =130 AGeV. For

the models eWN, sWN, eBC and sBC we use the same
initial time τ0 = 0.6 fm/c as in [8,9] to start the hydrody-
namic expansion. For the saturation model the hydrody-
namic expansion is started at τsat(b) shown in Fig. 2. All
calculations reported here are performed with EOS Q, an
equation of state with a first order phase transition from
a hadron resonance gas to a non-interacting quark-gluon
gas at Tc =164MeV [31], and freeze-out at Tf = 120MeV.
The sensitivity of the spectra and elliptic flow to the EOS
and freeze-out temperature were studied in [8,9].

A. Charged particle multiplicity

Figure 5 shows the final charged particle rapidity den-
sity per participating nucleon pair resulting from the dif-
ferent initializations. In the bottom panel the rapidi-
ty density at midrapidity is converted to pseudorapidity
density by the transformation

dNch

dη
=

∑

i∈charged

∫

pT dpT
pT

√

m2
i + p2

dNi

dy pT dpT
, (14)

setting y = pL =0. At fixed freeze-out temperature
dNch/dy is a direct measure for the entropy density
dS/dy, and the approximate constancy of the curve for
model sWN thus reflects the approximate conservation
of entropy by the hydrodynamic evolution. In fact,
the slight increase of (dNch/dy)/Npart for small values
of Npart (Fig. 5, upper panel) can be traced back to
a small amount of entropy production by deflagration
shocks which arise during the hydrodynamic expansion
stage as a consequence of the first order phase transition
[32] once the initial energy density in the center of the
reaction zone increases above the critical value for QGP
formation.

Model eWN (solid line in Fig. 5) was used in Refs.
[5,6,8,9], while model sWN was employed in [1,12,25].

Fig. 5 shows that both initialization models are dis-
favoured by the data, model eWN more so than mo-
del sWN. The saturation model produces a rather simi-
lar centrality dependence of the charged multiplicity as
model eWN.
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FIG. 5. Charged particle yield per participating nucleon
pair at midrapidity as a function of the number of partici-
pants. All curves were normalized to dNch/dy = 670 for cen-
tral (b= 0) collisions (see discussion below Fig. 3). The top
panel gives the rapidity, the bottom panel the pseudorapidity
density. The data are taken from Refs. [18–20].

As expected, the saturation model results are close to
those obtained in Ref. [17]. The careful reader notices,
however, that the values (dNch/dy)/(0.5Npart) for the
saturation model shown in Fig. 5 are O(10%) lower than
those shown in Fig. 4 of [17]. This is due to a number of
partially cancelling effects [28]: (i) Inclusion of the quark
degrees of freedom increases the initial entropy by about
20% compared to [17]. (ii) In a realistic hadron resonance
gas containing also heavy particles, at a freeze-out tem-
perature of Tf =120MeV each particle carries on average
4.87 units of entropy, instead of the 4 units assumed in
[17] (which is a good approximation in the ultrarelativis-
tic limit). This decreases the total multiplicity from that
in [17]. (iii) Finally, the decay of unstable resonances
changes the fraction of charged particles from 2/3 [17] to
≈ 0.62 of the total multiplicity. The net reduction effect
for the final charged multiplicity rapidity density is about
10% as mentioned.

6

�BC ∝
d3Ncoll

dxdydy

�WN ∝ d3Npart

dxdydy

sWN ∝ d3Npart

dxdydy

sBC ∝
d3Ncoll

dxdydy

� ∝ s4/3

Ncoll ∝ N4/3
part sWN ∼ �BC⇒ ?

Why would you choose εBC vs. two-component?

Hydro modelers choose between energy and entropy density
(using EOS to map one onto the other, as Pasi reminded me)

hep-ph/0103234v3



Check the details!
21
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FIG. 7: (Color online) Centrality dependence of total multiplicity dN/dY and < pT > for

π+,π−,K+,K−, p and p̄ from PHENIX [84] for Au+Au collisions at
√

s = 200 GeV, compared to
the viscous hydrodynamic model and various η/s, for Glauber initial conditions (from [22]) and

CGC initial conditions. The model parameters used here are τ0 = 1 fm/c, τΠ = 6η/s, λ1 = 0,
Tf = 150 MeV and adjusted Ti (see text for details).

viscous hydrodynamics, the multiplicity in central collisions will stay close to that of ideal
hydrodynamics.

Hydrodynamics gradually converts pressure gradients into flow velocities, which in turn
relate to the mean particle momenta. Starting at a predefined time τ0 and requiring the
hydrodynamic model spectra to match the experimental data on particle < pT > then fixes
the freeze-out temperature Tf .

For both Glauber-type and CGC-type model initial conditions, the experimental impact
parameter dependence of the multiplicity and < pT > is reasonably well parametrized for
both ideal hydrodynamics as well as viscous hydrodynamics provided Ti is adjusted accord-
ingly (see Fig. 7). The values for Ti used in the simulations are compiled in Table I. We recall
that no chemical potential is included in our equation of state, prohibiting a distinction be-
tween particles and anti-particles, and chemical and kinetic freeze-out of particles occurs at

ahem

ahem

Romatschke & Luzum do choose εBC...and maybe they shouldn’t?

arXiv:0804.4015v3
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Eccentricity fluctuations from the Color Glass Condensate at RHIC and LHC

Hans-Joachim Drescher1 and Yasushi Nara2

1 Frankfurt Institute for Advanced Studies (FIAS), Johann Wolfgang Goethe-Universität,
Max-von-Laue-Str. 1, 60438 Frankfurt am Main, Germany

2 Akita International University 193-2 Okutsubakidai,
Yuwa-Tsubakigawa, Akita-city, Akita 010-1211 Japan

In this brief note, we determine the fluctuations of the initial eccentricity in heavy-ion collisions
caused by fluctuations of the nucleon configurations. This is done via a Monte-Carlo implementation
of a Color Glass Condensate kt-factorization approach. The eccentricity fluctuations are found to
nearly saturate elliptic flow fluctuations measured recently at RHIC. Extrapolations to LHC energies
are shown.

PACS numbers: 12.38.Mh,24.85.+p,25.75.Ld,25.75.-q

I. INTRODUCTION

In a high energy non-central heavy ion collision the
asymmetry of the coordinate space, the overlap area, is
transferred into an asymmetry in momentum space, and
measured as the elliptic flow v2 = 〈cos(2φ)〉. The initial
asymmetry in coordinate space is characterized by the
eccentricity,

ε =
〈r 2

y −r 2
x 〉

〈r 2
y +r 2

x 〉
. (1)

where the brackets 〈...〉 indicate an average over the
transverse plane, using some appropriate weight. Here,
we use the number density of produced gluons.

In ideal hydrodynamics, assuming a short thermaliza-
tion time, the final elliptic flow is proportional to the
initial eccentricity v2 = c ε. The proportionality con-
stant depends on the equation of state but is roughly
c = 0.2 [1].

Fluctuations of the eccentricity therefore should trans-
late into fluctuations of the elliptic flow [2]. Recently,
these v2 fluctuations have been measured by the PHO-
BOS and the STAR collaborations [3, 4].

In this note, we examine the fluctuations of ε based
on the Monte Carlo KLN model introduced in Ref. [5]
and compare to standard Glauber-model results (see, for
example [6, 7]).

II. IMPROVEMENTS IN THE MC-KLN MODEL

In Ref. [5] we introduced a Monte Carlo implemen-
tation of the Kharzeev-Levin-Nardi (MC-KLN) [8] ap-
proach to particle production in heavy ion collisions.
Gluon production is calculated individually for each con-
figuration of nucleons in the colliding nuclei. Thanks
to the implementation of perturbative gluon saturation
in this approach, the multiplicity can be determined via
the well-known kt-factorization formula [8] without the
need to introduce infrared cutoffs (and additional mod-
els for the soft regime). The saturation scale is taken to
be proportional to the local density of nucleons which,

partN
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FIG. 1: (Color online) Multiplicity for Au+Au and Cu+Cu
collisions at 200 GeV and PbPb collisions at 5500 GeV. The
data is from the PHOBOS collaboration[9, 10].

in turn, is measured by counting nucleons in a given
sampling area. However, if the radius of the sampling
area is rmax =

√

σinel/π, one overestimates the interac-
tion probability especially in the periphery, since nucleon
pairs can have a distance up to 2rmax. Therefore, we im-
proved on our previous model by rejecting those pairs
with r > rmax. In the p + p limit this results in an addi-
tional factor 0.58 which is very close to the value found
in Refs. [7, 8] by accounting for the difference between
the inelastic and the geometric cross section of a nucleon.
We further assume here that σinel = 42 mb at full RHIC
energy (

√
sNN = 200 GeV), and σinel = 66 mb at LHC

energy (
√

sNN = 5500 GeV).

This refined treatment allows for an excellent descrip-
tion of the charged multiplicity at RHIC over the en-
tire range of centralities (for both Cu and Au nuclei),
essentially down to p + p collisions. Fig. 1 depicts our
results for full RHIC energy, as well as an extrapola-
tion to Pb+Pb collisions at LHC energy. Since there is
some uncertainty regarding the evolution of the satura-
tion scale, we show results for both fixed coupling evo-

MC-KLN is a tricky case:

in some formulations it’s just 
εBC (Lappi & Venugopalan)

but in general it tends to 
“throw out” nucleons

And in particular there are
implementations that

literally throw out nucleons
that are “too far” 
from each other 

But if you “fix” MC-KLN, fix 
the Glauber similarly!

Drescher & Nara, arXiv:0707.0249



Effect on v2 Fluctuations
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FIG. 2: (Color online) Relative fluctuations of the eccentricity
as a function of centrality in Au+Au / Pb+Pb collisions.

lution, Q2
s = Q2

s,0(x0/x)λ with λ = 0.28, and running
coupling evolution of Q2

s (see e.g. [8]). For the latter
case, the initial condition Qs,0 and x0 was set such that
at RHIC energy Qs agrees with previous estimates.

III. FLUCTUATIONS OF THE INITIAL
ECCENTRICITY

The participant eccentricity εpart, which corrects for
fluctuations of the major axes and of the center of mass
of the overlap region, is defined by:

εpart =

√

(σ2
y − σ2

x)2 + 4σ2
xy

σx
y + σ2

x

, (2)

The fluctuations of this variable for a given centrality
class (here defined by the number of participants) are
determined via

σεpart
=

√

〈ε2
part〉 − 〈εpart〉2 . (3)

Fig. 2 shows the result together with data from PHO-
BOS [3] and STAR [4], and a simple Glauber model,
where the number density of gluons scales with the num-
ber of participants Npart (note that this model fails to

account for the growth of dN/dη/Npart with centrality
seen in Fig. 1). These measurements are rather difficult,
and therefore the error bars are quite large, as is the
discrepancy between experiments, especially at high cen-
tralities where neither the Glauber model, nor the CGC
result can be ruled out. For semi-central collisions, the
CGC predicts somewhat lower relative fluctuations than
the Glauber model. We note that σεpart

itself is quite in-
dependent of the underlying model and energy. The main
reason for the lower relative eccentricity fluctuations in
the MC-KLN model is the larger average eccentricity for
semi-central Au+Au collisions in this approach, see the
discussion in refs. [5, 12].

To check for other possible sources of fluctuations in
the participant eccentricity, we implemented additional
Poissonian (uncorrelated) fluctuations of the number of
gluons produced at a given point in the transverse plane.
These may arise, for example, from fluctuations of the
gluon evolution ladders. However, we found that they did
not noticeably affect σεpart

. One should also keep in mind
that so-called non-flow effects may increase fluctuations
of the measured v2. Moreover, hydrodynamic fluctua-
tions may contribute to σv2

as well [11]. Hence, σv2
/v2

should be viewed only as an upper limit for σεpart
/εpart.

IV. SUMMARY

We have calculated the fluctuations of the initial ec-
centricity within a simple Glauber model and for a Color
Glass Condensate approach which includes fluctuations
in the positions of the hard sources (nucleons). Both
models predict eccentricity fluctuations which nearly sat-
urate the experimentally measured fluctuations of the el-
liptic flow. The CGC approach gives slightly lower rela-

tive fluctuations than the Glauber model, which is largely
due to a higher average eccentricity εpart. Their magni-
tude at LHC energy is similar.
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Be careful when you change basic features.
They confuse things when the change is
not understood by the audience!
(And how much of MC-KLN is CGC, and 
how much is the modification to Glauber?)

eliminate single-struck nucleons
or nucleons w/ too-few neighbors

C. Loizides & PAS (Au+Au TGlauberMC v1.1)



Public Versioning is Fundamental
• MC-KLN is an example where clear versioning should 

be used on figures, but it applies to all initial state 
calculations

• Model: we always refer to PDFs by their full names in 
publications

• MRST2004, CTEQ6.1M, EKS98, EPS08, etc.
• Our models of the initial state should be treated in 

the same way
• TGlauberMC v1.2 

• MC-KLN vs. 1.01
• Then you are not just using “CGC” initial conditions, 

but a particular implementation
• Will allow theory-to-theory comparisons as well as theory-to-

experiment



Use HEPForge?

Open source, versioned, etc.



Conclusions
• Put all of the initial state information up front!

• Nuclear density parameters
• Exclusion radius (“hard core”)
• Maximum radius for interaction (“straggler cut”)
• Two component parametrization (x, α)
• Optical vs. MC glauber (or CGC variant)
• Participant plane or standard eccentricity
• Prefactor in front of S (1,2π,4π,...seen ‘em all)
• Energy or entropy (and EOS if needed)

• Version numbers for initial state codes!
• TGlauberMC, MC-KLN, etc.

• Always show (& scrutinize) comparisons with data!
• Use a twiki or website if you have lots of plots



⇆



My charge

Comparing apples with apples: How do 
experimentalists define centrality classes and, 
for each such class, N_part, n_ch, <b>, \ecc, 
etc. and their E-by-E fluctuations? What will 
theorists have to do, in terms of including or 
averaging over E-by-E fluctuations, to produce 
theoretical output that can be directly compared 
with the data?

⇆


